DAA questions

1. What is Principle of Optimaity? Explain the dynamic programming solution method for the travelling salesperson problem. Illustrate the method with an example of 4-node graph whose edge costs are given by



[image: image1.wmf]

 EMBED Equation.3  [image: image2.wmf]ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ë

é

0

9

8

8

12

0

13

6

10

9

0

5

20

15

10

0




2. a) Write the control abstraction for DIVIDE-AND-CONQUER and explain it briefly

b) Write DANDC Mergesort algorithms and analyse the algorithm for its time complexity.

3. a) What are the different notations uses for algorithms  analysis, write briefly about them.

b) Write GREEDY Knapack algorithm and prove that it always generates optimal solution to any given instance of Knapsack problem.

4. a) What is a heap data stucture?

b) Write algorithms for implementing priority queue using heap.

5. Write the control abstraction of backtracking and write 8 queues backtracking algorithms.

6. a) Explain Modular arithmetic in Algebraic simplification.

b) Write LC-branch and bond algorithems.

7. a) Write and compare BFS and DFS algorithms 

b) Explain balanced tree schemes.

8. Write short notes on any three of the following>

a) Game trees.

b) Multistage graphs

c) Spanning trees.

d) LC- search and its properties.

1. Write GREEDY KNAPSACK algorithm and show that the algorithm always generates an optimal solution to any Knapsack problem instance.

2. Define data structures priority queue. Give an algorithm to build a heap of items that are adjusted as list with the property of a priority queue. Also give an algorithm to sort items using heaps.

3. a) Derive the recurrence relation for OBST problem using dyanamic programming.

b) Write dynamic programming OBST algorithm.

4. Write Divide and Conquer’s QUICKSORT algorithm and analyse it for average time complexity.

5. a) What is the difference between tree search and traversals and write BFS algorithm.

b) Explain about AND / OR graphs.

6. Describe and write LCBB algorithm to find minimum cost answer node.

7. a) Write the control abstraction of backtracking algorithm 

b) Write backtracking algorithm for 8-queues problem

8. Answer any three of the following:

a) Mathematical notations used for the time complexity of algorithms.

b) (-( pruning in game trees.

c) AVL trees

d) UNION and FIND algorithms.

1. a) Write control abstraction of GREEDY METHOD and explain it briefly.

b) Write Greedy – Knapsack algorithm and prove that it always generates optimum solution to any given knapsack problem instance.

2. a) What are different notations used for algorithm analysis? Write briefly about them.

b) Write DANDC quacksort algorithm and analyse the algorithm for average time complexity.

a)Write UNION and FIND algorithm

b)What are all balanced tree schemes?Explain them briefly.

Using algorithm OBST compute W(I,j),R(I,j)and C(I,j) for the identifier set (a1,a2,a3,a4)=(end,goto,print,stop) with , p[1]=1/20, p[2]=1/5,p[3]=1/10,p[4]=1/20 and q[0]=1/5,q[1]=1/10,q[2]1/5, q[3]=1/20,q[4]=1/20.Using R[I,j] and construct the optimal binary search tree.

a)Write and explain BFS and BFT algorithms

b)Explain game trees in detail.

a)What is LC-search ? What are the properties?

         b)Write back-tracking algorithm for 8-queens problem.

a)explain evaluation and interpolation .

b)Write LC branch and bound algorithm.

Answer any three of the following 

a) AVL –trees

b) AND/OR graphs

c) Priority Queue.

d) Spanning Trees

1. What is meant by asymptotic complexity of an algorithm? Give an example of an algorithm whose complexity is:

i) O(nlogn);

ii) O(n3);

iii) O(n!);

2. Explain clearly the working of the algorithm for mergesort on an array of 10 integers. Also derive results for its time complexity.

3. Give an implementation  for the basic priority queue interface that uses an ordered array for the underlying data structure. State any assumptions that you make explicitly.

4. Given a set of N integers and an integer K. Is there a subset of the integers that sums exactly to K? Given an algorithm should be as efficient as possible; and comment on its efficiency.

5. (a) Let T be a binary search  tree, let x be a leaf node, and y its parent, Show that key (y) is either the smallest key in T larger than key (x) or the largest key in the tree smaller than key (x) 

b) Suppose that a binary search tree is constructed by repeatedly inserting distinct values into the three. Argue that the number of nodes examined in searching for a value in the tree is one plus the number of nodes examined when the value was first inserted into the tree.

6. State the graph coloring problem and given a backtracking based algorithm for the solution of the same. What is the computational complexity of  your algorithm?

7. What is meant by modular arithmetic?  Give a method for the solution of a linear system of modular equations and illustrate using a suitable example.’

8. Write short notes on any three of the following:

i) Algorithm for set UNION and FIND;

ii) Reliability Design Problem;

iii) Strassen’s multiplication algorithm;

iv) Game Trees.

1. 
Write divide-and-conquer MERGESORT algorithm and derive the time complexity of this algorithm.

2. What is Knapsack problem? Write GREEDY KNAPSACK algorithm and prove that this algorithm always generates optimal solution to the given instance of the Knapsack problem.

3. Write OBST algorithm. Based on this algorithm compute W(i,j) R(i,j) and C(i,j) 0 (i<j(4 for the identifier set (a1, a2, a3, a4) = (end, goto, print, stop) with (P(1), P(2), P(3), P(4) = (1/20, 1/5, 1/10, 1/5, 1/20, 1/20). Using R(i,j)s construct the OBST.

4. Write algorithm for split the AVL tree and concatenae two  AVL trees. The algorithm should work in time proportional to the height of the tree.

5. a) Explain (-(pruning in game trees.

b) What is modular arithmetic? Explain it in detail.

6. Consider the travelling salesperson problem instance defined by the following cost matrix.



Using the state space tree formulation, obtain the portion of the state space tree that will be generated by LCBB.

7. Write the control abstraction of Backtracking. Write Bracktracking algorithm for 8 – queen problem.

8. Answer any three of the following.

a) Different mathematical notations used for algorithm analysis.

b) DFS and BFS algorithms;

c) General method of algebraic simplification and transformation;

d) AND – OR graphs.

1. a) What are the different mathematical notation for computing time and space complexities


b) What is the difference between profiling and Debugging?

2. Derive an algorithm to sort elements using merge sort and solve the following:


65, 70, 75, 80, 85 60, 55, 50, 45


Derive the time complexity of it.

3. a) What is minimum spanning tree?

   b) Explain Kruskal’s method with an example and Algorithm.

4.
Write algorithm to split the AVL tree and to concatenate two  AVL trees. The algorithm should work in time proportional to the height of the tree.

5. a) Write a non-recursive algorithm for post order traversal of a binary tree.

  b) Show that if a tree of degree K is represented using nodes with K child fields each, then n(k-1) + 1 of the total nK child fields present in an n-node tree will be zero.

6.
a) Let W = (5, 7, 10, 12, 15, 18, 20) and M = 25. 

Find all possible subsets of W which sum to M. Do this using SUM OF SUB algorithm.

b) Draw and  explain the state space tree for MCOLORING, where  n = 3, and m = 3.

7.
 a) State the properties of LC-search

b) Distinguish the differences in algorithms which solve a problem by DFS and BFS

8.
Consider the TSP instance defined by cost matrix:


Solve the above TSP instance using Backtracking and use static state space tree formulation.

1. a) Write an algorithm to find the second largest element in a set containing n entities.


How many comparisons of elements does your algorithm do in the worst case?

   b) Write algorithm for Prim’s minimum spanning tree. Apply it on the following graph, step by step.

2. a) Write algorithm for Prim’s minimum spanning tree. Apply it on the following graph, step by step.










b) Write Quicksort algorithm. Trace it on the following data:


8 4 5 18 16 2 15 3 20

3.  For the following 0/1 Knapsack problem find the upper bound on the best solution.


P = (10, 20, 30, 32, 42, 52, 54, 64)


W = (1, 12, 22, 24, 34, 45, 47, 58)


M = 112


Explain how do you use the upper bound in backtracking.

4. Construct an AVL tree for the following data; 1,2,3,4,5,6,7, 15, 14, 13, 12, 11, 10.

5. In a level order traversal of a binary tree T, all nodes on level i are visited before any node on level i + 1 is visited.  Within a level, nodes are visited left to right.

Write an algorithm LEVEL (T) to traverse the binary tree T in level order. How much time and space are needed by your algorithm.

6. Write an algorithm to eliminate articulation points and apply it to given graph for decling articulation points and biconnected components.


7. a) Draw the tree organization of the 4-queens solution space. Number the nodes using depth first search.

b) Write an algorithm to generate next color in M COLORING problem.

9. a) Write algorithm for Lagrange interpolation.

b) Write extended Euclidean algorithm and explain its significance in modular arithmetic.

1. a) Find a straight-line program that computes the determinant of  a 3 x 3 matrix, given its nine scalar elements as inputs.


b) Let X(1:n) and Y (1:n) contain two sets of integers, each sorted in non-decreasing order. Write an algorithm which finds the median of the 2n combined elements, efficiency.

2. a) Write merge sort algorithm.

b) State and explain 0/1 – Knapsack by considering the instance n =3, (w1, w2, w3) = (2,3,4), (p1, p2, p3) = (1,2,5) and M = 6.

3. a) Step by step show the result of inserting 1,2,3,4,5,6,7,15,14, 13, 12, 11, 10, 9, 8 into an initially empty AVL tree.

b) Define heap, meargeable heap and 2-3 tree. Give examples.

4. Write an algorithm to determine whether or not a given AND /OR graph G represents a solvable problem. Devise a suitable representation for the graph G.

5. a) Explain set representation using trees and develop algorithms for UNION and FIND using weighting and collapsing rules.

b) Write Quick sort algorithm and use it to sort the given numbers 10,5,8,3,1,15.

6. a) Distinguish between Backtracking  and Branch-and –Bound techniques with an example.

b) Write prim’s algorithm for minimal spanning tree.

7. a) Write an algorithm to generate next color in M COLOURING Problem.

    b) Write algorithm for traveling sales person problem using dynamic programming.

8. Write short notes on:

a) LC branch and bound

b) AND / OR graphs.

1. a) Write a Boolean function which takes an array A[1:n], n(1, of zeros and ones and determines if the size of every sequence of consecutive ones is even. What is the computing time of your algorithm?

c) Suppose we have a straight forward algorithm for a problem that does ( (n2) steps for inputs of size n. Suppose we devise a Divide –and- Conquer algorithm that divides an input into two inputs half as big, and does D(n) = n log n steps to divide the problem and C(n) = n log n steps to combine the solutions to get a efficient than the straight forward scheme? Justify your answer.

2. a) Write algorithm for Kruskal’s minimum spanning tree. Apply it on the following 


graph step by step









b) Explain Strassen’s matrix multiplication.

3. a) Show the optimal binary search tree for the following words, where the probability of their of their occurrence is in parentheses:

a) (0.18), and (0.19), I(0.23), it (0.21), orange (0.19).

b) Define AVL tree and 2-3 trees with examples.

4. a) What is a breadth first search (BFS) of a graph G, explain by an example. Write 


sample algorithm for BFS.

b) Give an algorithm to determine whether an AND/OR tree T is solvable.

5. a) Write an algorithm for merge sort in divide-and-conquer style.

c) Describe graph coloring problem and its time complexity.

6. a) Find a solution to the 0/1 Knapsack problem using branch-and-bound method with the following data: n =5, (P1P2P3P4) = (10,10,12,18).

b) Write the multi stage graph algorithm corresponding to forward path.

7. a) Describe the concept of Least –Cost search. What are its properties?


b) Write algorithm for Newton’s interpolation.

8. Write notes on:

a) Modular arithmetic

b) FIFD branch and bound.
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