1. a)
Differentiate between prior analysis and posterior testing.

b) Explain Strassen’s matrix multiplication and derive its complexity.

2. a)
Give the control abstraction for Greedy method.

b) Obtain a set of Optimal Huffman code for the seven messages (M1…M7) with frequencies (q1…q7) = (4, 5, 7, 8, 10, 12, 20).  Draw the decode tree for this set of codes.

3. a)
Write Prim’s algorithm to generate a minimum spanning tree.

b) Explain the above with an example.

c) Estimate the time complexity of the above algorithm.

4. Write a complete program to execute the following instructions on 2-3 trees.

a) Delete

b) Union

c) Member (assuming leaves are ordered and each vertex has label of its highest leaf attached)

d) SPLIT (assuming leaf at which the split to occur is given and leaves are ordered)

5. a)
What is meant by Dynamic Programming?

b) Show that the minimum TSP cost is 35 for the given data.  (Use Dynamic programming)
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6. a)
What is a game tree?

b) Give the MIN – MAX procedures to solve game trees.

7. State 0/1 knapsack problem.  Explain how Branch and Bound technique is used to solve the problem.

8. Differentiate between BFS and DFS.  Give the iterative algorithm for N-Queens problem.

1. a)
For the following pairs of functions determine the smallest integer value  

of n ( 0 for which the first function becomes greater than or equal to the second function.

i. n2, 10n
ii)  2n, 2n3
iii)  n2/log n, n(log n)2

iv) n3/2, n2.81
b) Procedure QUICKSORT uses the output of procedure PARTITION, which gives the position where the partition element is placed.  If equal keys are present then two elements may be properly placed instead of one.  Show how you might change the output parameters of PARTITION so that QUICKSORT can take advantage of this situation.  Using QUICKSORT, give the trace of sorting of the following set of keys: (5, 5, 8, 3, 4, 3, 2).

2. a)
Write procedure for GREEDY – KNAPSACK (P, W, M, X, N) where P 

and W contains profits and weights, M is knapsack size and X is the solution vector.

b) Write the general procedure GREEDY.  Apply it to the optimal storage on taps if n = 3 and (11, 12, 13) = (5, 10, 3).

3. Consider the words a, am, and, egg, if, the, two and their probabilities are 0.22, 0.18, 0.20, 0.05, 0.25, 0.02, 0.08 respectively.  Find the optimal Binary search tree.

4. Solve the multistage graph problem for the given graph using dynamic programming.


5. Write an algorithm to construct a binary tree with a given inorder sequence I and a given Postorder sequence P.  Give an example.

6. a)
Write an algorithm to generate next color in M coloring problem.

b)
Write an algorithm to find Kth smallest element in a set A.

7. a)
What are game trees?  Write algorithm for alphabet pruning search 

method.

b) Discuss an algorithm, with time complexity to determine the minimum spanning tree?

8. Write short notes on:

i. Mergeable heap

ii. LC Search

1. a)
Define the terms “Time Complexity” and “Space Complexity” of 

algorithms.  Give a notation for expressing such a complexity and explain the features of such a notation.

b) Give the algorithm for transposing a given matrix of n x m size and 

determine the time complexity of the algorithm by the step count method.

2. Give the Quick sort algorithms and explain the underlying method of divide and conquer.  Also analyze the algorithm for average and worst cases of sorting.

3. Define the properties of heap data structure and explain how heaps can be used as priority Queues.  Give the procedures for “insert” and delete-min operations on m heaps.

4. Explain the 0/1 Knapsack problem and solution by the dynamic programming formulation.  Also give the algorithm implementation details regarding the dominence rules.

5. Define the problem of n-Queens placement.  Draw the state space tree for a 5-Queens problem.  Give a Backktracking algorithm for  n-Queens problem and explain its features.

6. Distinguish between First-in-First-out, Last-in-First-out and Least Cost Branch and Bound search methods.  Draw the state space tree searched by any two of the search methods for the 0/1 Knapsack problem instance given by n = 5; P=(10,15,6,8,4); W = (4,6,3,4,2); M = 12.

7. Consider the Travelling Salesman problem instance given by the Cost matrix as
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Take the search process by Least Cost Branch and Bound method for this instance.  Explain the features of the algorithm used.

8. Write short notes on:

a. Reliability design by Dynamic programming method

b. AND/OR graphs

c. AVL trees

1. A sequence of instructions (soi) of UNION and FIND instructions on a collection of sets whose elements consist of integers from 1 to n are given.  Set names may be assumed to be integers from 1 to n.  Assume initially element i is by itself in a set named i.  Write a fast disjoint-set union algorithm consisting of 

a. Initialization procedure

b. Executing instruction FIND(i)

c. Executing the instruction UNION(i, j, k)

d. Explain the working of the algorithm.

2. Explain the Strassen’s matrix multiplication concept with an example.

3. a)
Write and explain the Prim’s algorithms to construct a minimal tree.

b) Applying the above algorithm constenct a minimal spanning tree for the graph given below.


4. a)
Explain the three cases you encounter when an element b is to be deleted 

from a 2-3 tree.

b) Write the step by step procedure to delete element 6 from the below 2-3 tree.


5. a)
Define merging and purging rules in 0/1 Knapsack problem.

b)
Given n=3, weights and profits as (w1, w2, w3) = (2, 3, 4), (p1,p2,p3)=(1,2,5) and knapsack capacity M=6.  Compute the sets Si containing the pair (Pi, Wi).

6. a)
What is preorder traversal?

b) Write and explain a procedure for preorder traversal of a binary tree with an example in detail.  Analyze the time and space complexity of your procedure.

7. Present a program schema for a FIFO branch and bound search for a Least-Cost answer node.

8. Explain the Transformation technique for polynomial products.

1.
a)
Solve the recurrence relation of formula





g(n), n is small



T(n) 
= 





2T (n/2) + F(n), otherwise



when

i) g(n) = O(1) and f(n) = O(n);

ii) g(n) = O(1) and f(n) = O(1);


b)
Write a recursive binary search program.

2. Write an algorithm which multiples two n X n matrices.  Compute its time complexity?  Determine the precise number of multiplications, additions and array element accesses.

3. Formulate an algorithm for a spanning tree problem in terms of a sequence of set operations in which take G as the undirected graph; S as the undirected tree; V as the number of vortices; E as the number of edges; T as a set used to collect the edges of the final minimum spanning tree; C as the cost function for the graph G given by { 
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C(e)} for the sub graph G​​1 = (V1, E1) of G.  Use set VS for the vertex set of the trees in the spanning forest to write the minimum cost spanning tree algorithm.

4. a)
Insert element 4 into the 2-3 tree given in the figure below and write the tree after insertion.

b)
Prove the following theorem:

Algorithm for insertion of a new element into a 23 tree with n leaves inserts a new element in at most O(log n) time and the algorithm maintains the order of the original leaves and retains the 2-3 tree structure.


5. a)
Show that the computing time of algorithm OBST is O(n2).

b) Write an algorithm to construct the optimal binary search tree T given the roots R(i, j), 0 ( I ( J ( n.  Show that this can be done in time O(n).

6. a)
What do you mean by an instance of a game tree?

b)
What is a finite game?

c) Write a procedure for Postorder evaluation of a game tree and explain.

7. a)
Draw the portion of the state space tree generated by LCKNAP for the knapsack instances:

n = 5, (P1, P2, P5) = (10, 15, 6, 8, 4), (w1, w2, w5) = (4, 6, 3, 4, 2) and M=12.

b)
What do you mean by bounding?  Explain how these bound are useful in branch and bound methods.

8. Explain in detail how the technique of backtracking can be applied to solve the 8-queens problem.  Present an algorithm for this and explain.

1.
a)
Determine the frequency counts for all statements in the following two 

algorithm segments

i) for i = 1 to n do

for j = 1 to i  do

for k = 1 to j do

x = x + 1;

ii) i = 1;

while (i <= n) do

{


x = x + 1;


i = i +1;

}


b) What is best case, average and worst case performance?  Explain.

2.
a)
Write an algorithm sort N numbers in ascending order using Merge sort.

b) Calculate the time complexity of Merge sort.

3.
Write and explain the Kruskal algorithm, applying the algorithm construct a minimal spanning tree for graph given below.


4.
a)
Define a balanced tree.

b) Define a 2-3 tree and sketch one such tree.

c) Let T be a 2-3 tree of height h.  Prove that the number of vertices of T is between (2h+1 – 1) and (3h+1 – 2) /2 and the number of leaves is between 2h and 3h.

d) Describe any one of the two methods of assigning the elements of the leaves.

5. Using algorithm OBST compute W(i, j), R(i, j) and C(i, j), 0 ( i ( j ( 4 for the identifier set (a1…, a2, aj, a4) = (end, goto, print, stop) with P(1) = 1/20, P(2) = 1/5, P(3) = 1/10, P(4) 1/20…. Q(0) = 1/10, Q(2) = 1/5, Q(3) = 1/20, Q(4) = 1/20.  Using the R(i,j)s construct the optimal binary search tree.

6. Show that


a)
The inorder and Postorder sequences of a binary tree uniquely define the binary tree.

   b)
Write a detail note a depth first traversal.

7. Explain the principles of


a)
Control Abstractions for LC - search


b)
Bounding


c)
FIFO branch and bound


d)
LC Branch and bound

8. What is interpolation?  Explain Lagrange interpolation algorithm and Newtonian Interpolation algorithm.

1.
a)
What is meant by PROFILING. Explain it with an example.

      b)
Derive the complexity of STRASSEN’S MATRIX     MULTIPLICATION.

2. What is a PRIORITY QUEUE? Write an algorithm to achieve it.

3. Construct the OPTIMAL BINARY SEARCH TREE with the identifier set  (a1,a2,a3,a4) = (end,goto,print,stop) with (p1,p2,p3,p4) = (.05,.2,.1,.05) (q0,q1,q2,q3,q4) = (.2,.1,.2,.05,.05) also compute the cost of this tree. 

4. What is the difference between Greedy Method and Dynamic Programming? Which one you will prefer for KNAP-SACK PROBLEM? Why? Derive the time and space complexity of the method you have chosen.

5. a)
Give the Breadth First and Depth First Traversal for the graph


b)
Distinguish between First-in-First-out and Least Cost Branch Search methods

6. Using MODULAR ARITHMETIC explain how ADDITION, SUBTRACTION, MULTIPLICATION operations are reformulated.Explain it with appropriate examples.

7. What is a state space tree and solution tree.Write the 
FIFO branch and bound KNAPSACK algorithm.

8. Write short notes on any two:

     

a)
Reliability Design problem



b)
Merge sort average,Best and Worst case time complexity.

     

c)
AVL-tree

1.
a)
If there are n elements in a universal set what is the maximum possible 

number of UNION operations and the corresponding order of magnitude of the number of steps required.

b) If there are m FIND and (n-1) UNION instructions what is order of total time spent.

If m is O(n)

c) For the following sequence of instructions

UNION (1, 2, 2)

UNION (2, 3, 3)

--

--

UNION (n-1, n, n)

FIND(1)

FIND(2)

--

--

FIND(n)

i) Write the tree after (n-1) UNION operations.

ii) Compute the cost of n FIND instructions

2.
Write an algorithm to sort N numbers in descending order using quick sort also analyze the time complexity.

3.
a)
Explain the control at straction of Greedy method compare this with 

Dynamic programming.

b) Applying the Greedy stentegy find the solution for optimal storage on tapes problem instance n = 3, (l1, l2, l3) = (5, 10, 3).

c) Explain the 0/1 knap sack problem algorithm with Greedy concept.

4.
a)
Write the implementation of DELETE (b, s) in which an element b found at vortex v of a binary search tree whose elements belong to set S.

b) Give the following binary search tree


Write the binary search tree after DELETE of if node.  Explain its working.


5. a)
Design a three stage system with device types D1, D2 and D3.  The costs 

are Rs.30, Rs. 15 and Rs.20 respectively.  The cost of the system is to be more than Rs.105 the reliability of each device type is 0.9, 0.8 and 0.5 respectively.


   b)
Explain in detail the reliability design problem.

6. a)
Present an algorithm to count the number of leaf nodes in a binary tree T.

b)
Write a non-recursive procedure for pre-order traversal of a tree.

7. Write a program scheme for a LIFO branch and bound search for a Least-Cost answer node.

8. Show the tuples which would result by representing the polynomials 5x2 + 3x + 10 and 7x + 4 at the values x = 0, 1, 2, 3, 4, 5, 6.  What set of tuples are sufficient to represent the product of these two polynomials.
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